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WELCOME

In the years since their first appearance in 2010, scientific cameras based on
scientific CMOS image sensors have had a large impact on numerous new
technologies and methods in science due to their ideal combination of low
readout noise, high quantum efficiency and high frame rates.

Improvements in wafer fabrication as well as new sensor design methodol-
ogies have enabled significant improvements in sCMOS image sensors in
the last couple of years. The wafer scale backside thinning process is now a
standard manufacturing process due to the huge investments from the cell
phone industry. The newest sCMOS are now available in backside thinned
versions. Scientific camera design methodologies have evolved too. Even the
first passively cooled sCMOS cameras are available today.

This is an exciting technological race and you, as the user, will benefit further
even more in the years to come. However, there are some common and some
peculiar characteristics about the sCMOS sensor and its behavior, which will
not change and can raise some questions.

Most prominently, the difference between global shutter vs rolling shutter. We
will uncover this topic on page 39. Why is binning different in sCMOS image
sensors compared to CCD image sensors? Start reading on page 8. Learn
about the benefits of test standards for cameras on page 31. The question
about the sensitivity of cooled vs. uncooled cameras may surprise you start-
ing on page 26.

This book might not cover every detail you always wanted to know about
sCMOS cameras, but it might provide something you were afraid to ask. This
is your chance.

| trust you will find this information helpful and fun to read!

Dr. Emil Ott
CEO, PCO AG

pco.

3


https://www.pco.de/

DYNAMIC RANGE,
WHAT IS IT GOOD

FOR ANYWAY"

The “dynamic” or “dynamic range” of an image sensor
or a camera system characterizes the ability of a cam-
era system to measure and distinguish different levels of
light. This characterization corresponds with the maxi-
mum contrast that can be successfully attained in a single
image. The correct technical terminology is “intra-scene
dynamic range”, but generally camera manufacturers
just refer to the “dynamic” or the “dynamic range” in
their technical data sheets and marketing materials. In
the photography field, dynamic range is analogous to the
contrast range. However, many camera manufacturers
define dynamic range from various perspectives. There-
fore, a distinction must be made between the various
terminologies; “dynamic range of an sCMOS, CMOS or
CCD image sensor”, “dynamic range of an analog-to-dig-
ital-conversion”, “usable dynamic range” and “maximum
dynamic range or maximum SNR”.

Benefit and Relevance
for a Camera User

One may ask, ‘What is the benefit of a large dynamic or
dynamic range of a camera?’ The short answer is more
information. Since many displays and TV screens exhibit
an 8-bit dynamic range, they mimic the untrained eye
(able to distinguish only ~256 light levels between black
and white). A radiologist, however, is trained to see more,
and may need a screen displaying 10 bits. Yet for the
general public, 8 bits may be more than good enough (8-
to 10-bit smartphone cameras tend to deliver seemingly
high quality and colorful pictures after all). Then why may
we need more information?

A higher intra-scene dynamic range corresponds to a
larger amount of light levels which can be detected and
distinguished. How can this be perceived or used? Let
us take the 4 images in figure 1 as an example. The

DYNAMIC MAKES You
LOOK BETTER

HEY RELAX i§
MAN ... i

Figure 1: Four extracts of the same night image, which

was taken one evening outside the lab of a supermarket in
Kelheim using a pco.edge 5.5 color sCMOS camera system.
Each image demonstrates how the 16 bit image was scaled
to the 8 bit world of the print or the screen, but all versions
have been created from the same raw data file. The image
on the left side shows a full scale conversion (value 65536
(16 bit max) -> value 256 (8 bit max) and value O (16 bit) ->
value O (8 bit)), while image on the right shows a low scale
conversion (value 1024 (16 bit low) -> value 256 (8 bit max)
and value O (16 bit) -> value O (8 bit)). The other images
show different conversions in between.

extracts in the four columns have been generated from
the same 16 bit raw image taken with a pco.edge 5.5
color sCMOS camera. The original image was exposed
such that the bright lights of the supermarket at night
did not overexpose and can be seen from the full range
conversion from 16 to 8 bit. Therefore, the full amount
of information is present in the raw data but cannot be
observed in this version of the image. From left to right,
the conversion range is minimized, revealing from col-
umn to column more details (thus, more information) in
the darker areas of the image. Finally, the right column
depicts the conversion down to the low light range, gen-
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erating “overexposed” areas (due to the conversion), but
also allowing to distinguish tiny details formerly hidden
in the shadows. Scaling between bit depths is a handy
tool to observe more information due to a higher dynam-
ic range. And for some applications, like a high quality
3D measurement, if non-cooperative (highly reflecting)
surfaces are involved, it is prerequisite to scale appropri-
ately to discern the relevant contrast.

Figure 2: Four extracts of the same fluorescent image of a
Calcium indicator in neurons, which was taken with a pco.
edge 5.5 sCMOS camera system. The total image was not
full scale illuminated as can be seen in the left column, which
shows a full scale conversion (value 65536 (16 bit max) ->
value 256 (8 bit max) and value O (16 bit) -> value O (8 bit)).
The second of the left images shows a conversion which
scales the maximum signal in the image to the maximum of
8 bit, the fluorescence can be seen, but some of the con-
nections remain in the dark. The third image has a low scale
conversion, now the connections can be well identified but
some areas seem overexposed and don’t show structural
information therefore. The final image applies a non-linear
conversion, which allows to display most of the structural
information in the 8 bit world of the screen or the print.

Let us take a look at another example. The original raw
data of a fluorescent calcium indicator in neurons was
taken with a pco.edge 5.5 sCMOS camera. Here, the
image was not fully exposed, as seen from the far left col-
umn showing a full scale conversion, resulting in a dark
image. The next column was converted to the maximum
signal in the image, showing a few visible structures,
but the connections between the neurons can hardly be
seen. When the conversion is lowered, in the third col-
umn, the connections can be seen but the neurons are
“overexposed”. To overcome this in the fourth column a
non-linear conversion is shown, which allows the analysis
of the structure.

In commercial photography applications, a higher dy-
namic range allows for the adjustment of the 8-bit final

output photo in an optimum way that structures can be
seen both in the shadows and in the light, provided that
the camera has a large enough dynamic range.

Calculating the Dynamic Range
of a Digital Image Sensor

The dynamic range (dyn,,...s) iS defined as the ratio of the
maximum possible signal (which is in most cases identi-
cal or near to the “full well capacity” describing the max-
imum number of charge carriers a pixel could generate
and collect), versus the total readout noise signal® (in the
dark). The data is either dimensionless and expressed as
a ratio or expressed in decibels [dB]:

fullwell capacity [e7]
dynimsens =

readout noise [e7]

fullwell capacity [e7]

dynimsens = 20 : 109( ) [dB]

readout noise [e7]

Sony
1CX285
CCD

CMOSIS
CMV4000

BAE
CIS2020A

Sony

Parameter IMX174

Fullwell 18000

30000

13500

capacity [e-]
Regdout 5 6 13.5 0.8
Noise [e-]
3600 : 1 5000 : 1 1000 : 1 37500 : 1
Dynamic
711 74.0 60.0 91.5

range [dB]

Table 1: dynamic range data of common image sensors

When the full dynamic range of the image sensor is
available to the user, then any additional application of
gain, which makes the image brighter, is not providing
any additional information or benefit to the user. Quite
the opposite is the case. A gain would reduce the us-
able dynamic range, since the change from one light
level to the next would just cause a larger step in the
digital signal and result in saturation of the image val-
ues at a much lower light level. Therefore, the use of an
additional gain only helps if the dynamic range of the
A/D-converter is smaller than the dynamic range of the
image sensor. For example, the IMX174 would benefit
from a 13 bit A/D conversion but the image sensor is
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just supplied with a 12 bit output. In this case, the ad-
justment of the gain allows the user to position the A/D
range in a way such that it is either optimum for the
lower or the higher end of the range of light levels. The
CMV4000 allows the user to read out either 8 —10-12
bit values with an impact on frame rate and amount of
data. Clearly, the 12 bit readout for a 10 bit dynamic
range image sensor does give higher resolved noise
values, but does not give more information, since the
dynamic range is just about 10 bit.

Digitization or A/D Conversion
Dynamic Range

Generated charge carriers are usually converted into
voltage signals through an optimized readout circuit (for
CCD image sensors at the end of the readout regis-
ters and for CMOS image sensors in each pixel and
at the end of the columns). These signals are ampli-
fied and finally digitized by an analog-to-digital (A/D)
converter. Thus, the light signals (photons) are convert-
ed into digital values. The analog-to-digital converters
have their own given resolution or dynamic range, that
in most cases is presented as a power of the base 2,
(2. This means that an 8 bit resolution corresponds to
256 steps or levels, which can be used to subdivide or
convert the full scale voltage signal.

Camera manufacturers usually optimize a combina-
tion of the dynamic range of the corresponding image
sensor, gain and conversion factor (defined as aver-
age conversion ratio that takes x electrons to generate
one count or digital number in the image) to match the
dynamic range of the image sensor with the dynamic
range of the A/D converter. In case the dynamic range
value of the A/D converter is larger than the dynamic
range of the image sensor (see 12 bit readout data of
the CMV4000 in table1) often the camera manufactur-

Dynamic range
A/D conversion
[digitzing steps]

Dynamic range A/D

Resoluti it] x => 2x
esclutionlibitbess conversion [dB]

8 256 48.2
10 1024 60.2
12 4096 72.3
14 16384 84.3
16 65536 96.3

Table 2: dynamic range of binary resolution

ers tend to give the A/D converter value as dynamic
range value in their technical data sheets, which can
be misleading. Therefore it is good to keep in mind that
the dynamic range of the digitization is not necessarily
identical to the usable dynamic range.

The resolutions above directly correspond to the theoretical
maximum limit of the converter devices. Analog-to-digital
converters have an average conversion uncertainty of 0.4
- 0.7 bit, which reduces the resolution for practical appli-
cations by ~1 bit. If the camera system is not limited in its
dynamic range by A/D converter discrepancies, it is useful
to inflate the A/D converter resolution by 1 or 2 bits.

Maximum SNR or Dynamic of a Pixel

Sometimes people analyze the technical data of an im-
age sensor and look to the capabilities of a single pixel.
For the image quality and the performance of each pixel
the critical parameter is the signal-to-noise-ratio (SNR),
because the larger it is the better the image quality is.

1

Figure 3: Four versions of a fluorescence image of a conval-
laria slice with different signal-to-noise-ratio settings (SNR
=15 -10 - 5 - 2) to illustrate the influence on image quality.
The white framed images within the image show a zoomed
part of the total image to overcome the “low pass” filter
effect if the total image is reproduced at a lower resolution.

In figure 3, the impact of different signal-to-noise-ratios
is shown ranging from 15 — 10 — 5 — 2. Since the eye
is very sensitive and adept at resolving structures, each
image has the same structure zoomed in and blown up.
The SNR = 2 image results in a convallaria structure the
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eye and our brain are still able to resolve, but would be
near impossible to determine the structures by means of
image processing, due to the higher noise levels.

In the low light range, the SNR is strongly influenced by
the total readout noise of the image sensor and the cam-
era, due to known limitations based in physics. Therefore,
if an experiment is anticipated to have very low signal, the
more important it is to have extremely low readout noise.
The larger the light signal becomes, the more the readout
noise of the camera becomes negligible and the noise
behavior of the light signal itself becomes dominant. The
photon or shot noise cannot be changed since it is related
to the nature and physics of light. It corresponds to the
square root of the number of photons. This in turn means
that the SNR as ratio of the number of photons divided
by the square root of the number of photons itself finally
corresponds to the square root of the number of photons.

number of photons

SNRIarge signal =

Vnumber of photons Vnumber of photons
With this definition, the SNRmax should be maximized,
of which there are two basic avenues. Either the image
sensor is capable of collecting as much light as possible
(a large full well e- capacity) or it is insensitive (large levels
of light are collected to generate a high quality image).

Furthermore, the maximum SNR in each pixel corre-
sponds to the square root of the fullwell capacity of the
pixel (see table 1):

ICX285 SNRyax = 134.1
IMX174 SNRox = 173.2
CMV4000 SNRq« = 116.2
CIS2020A SNRex = 173.2

This is sometimes taken as maximum “dynamic range”
of a pixel, which is a lot smaller than the intra-scene dy-
namic range or dynamic range of the image sensor. But
there are only few applications which suffer from the re-
quirement to achieve the maximum SNR because they
have too much light.

END NOTES

1 The dark current contribution has been neglected for the considerations,
because in most applications it is only relevant for very long exposure times.
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WHY 1S BINNING

DIFFERENT IN CMOS

BIN THERE,
DONE THAT

1DON'T
KNOW ...

IMAGE SENSORS COMPARED
TO CCD IMAGE SENSORS?

The fundamental reason for the difference is the difference
in technology and how the corresponding signals, the
light induced charge carriers are treated and processed.
Further, due to the historical pathway, at first, “binning”
was introduced in CCD image sensors. CCD image sen-
sors allow for lossless transport of charge carrier pack-
ages through their storage locations called registers, and
they enable a lossless accumulation or summation of the
charge carrier packages. Both of these features enabled
“binning” to improve the signal-to-noise ratio.

Binning in CCD Image Sensors

The combination of the charge carrier content (generated
by the impinging light signal) of two or more pixels of a
CCD image sensor to form a new so-called super pix-
el prior to readout and digitizing is called “binning.” This
results in a summation of the generated charge carriers

A

from the single pixels, and it is usually done in the hor-
izontal readout registers. The biggest advantage is the
improvement of the signal-to-noise-ratio (SNR). Since the
signal is increased before the readout process adds its
noise contribution, allowing the recording of useful imag-
es even at very low light levels, but on cost of a reduction
in spatial resolution of the images.

Figure 1 illustrates the improvement in signal along
with the reduction in resolution. Binning usually is ap-
plied, if the signal, which should be recorded is weak
and near to the noise level. The first image on the left
side is the result of a weak illumination with the full
resolution of 640x480 pixels of the CCD image sensor.
Some details can be spotted, but the image in general
is very dim. The middle image in figure 1b shows the
result of a 2 x 2 pixel binning, therefore per resulting
pixel the signal is the summation of the content of 4

<

il

Figure 1: Image (a) shows an image at a resolution of 640x480 pixels (VGA). Image (b), having the same exposure settings
as the left, corresponds with 2 binned pixels in x- and y-direction to a resolution of 320x240 pixels. Image (c) with the highest
brightness shows a 4x4 binning, therefore 16 pixels form the new super pixel resulting in a resolution of 160x120 pixels.
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original pixels. If the signal is still too small, due to the
application and required processing, it is possible to
combine 4 x 4 pixels, which accumulates the charge
carrier packages of 16 pixels to generate one result
pixel value. The reduction in spatial resolution which
comes along with the binning can be seen in the three
images in figure 1.

Figure 2 depicts the same images, only that the smaller
resolution images have been scaled up to show in detail
(in this case it is the company name on the side of the
CCD camera) the loss in resolution.

If you want to compare the advantages and disadvantag-
es of binning in CCD image sensors:

Advantages of Binning
in CCD image sensors
* Better signal-to-noise-ratio (SNR): as the readout
noise contributes only per read out pixel and does
not sum up if charge carriers are combined. There-
fore, the combination of pixels by image process-
ing (post acquisition) does not improve the SNR in
the same manner

* Faster: higher image repetition rate (image record-
ing frequency) because of lower spatial resolution

Disadvantages of Binning
in CCD image sensors

* Reduction of the spatial resolution by the number
of combined pixels (bigger pixels)

* Reduction of the detectable amount of light per

PCO A

pixel (lower dynamic range), if a certain maximum
amount of charge carriers (full well capacity) of a
pixel causes a maximum number of counts, then
this maximum amount of charge carriers is in-
versely proportional to the number of combined
pixels, meaning the maximum amount of counts is
reached at lower light levels

= Distortion: if the combination of pixels is not
symmetrical, unequal numbers of pixels in x- and
y-direction are combined, it results in a distor-
tion, which has to be corrected by subsequent
image processing

In most of the existing CCD image sensors, the se-
rial shift registers as well as the summation points
before the Analog-to-Digital conversion have charge
carrier capacities, that are minimum double as large
compared to the full well capacity of each pixel. There-
fore the loss in pixel-dynamics is not as important as
the appropriate disadvantage above might suggest.
Binning is mainly applied for low light level situations
and CCD image sensors in configurations, where the
readout noise (mainly in cooled CCD image sensors) is
dominant, because other noise contributions like dark
current do sum up with binning.

Binning in CMOS and sCMOS
Image Sensors

In CMOS and sCMOS image sensors, the process-
ing of the light generated charge carrier “packages”
is vastly different. The charge carriers stay within each
pixel and they are converted to voltage signals in the

i
Hitl
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Figure 2: The same series of images with increasing binning from (a) to (c) (like above), only the images with lower resolu-
tion have been blown up in size, show the loss in spatial resolution. The detail images showing the letters “PCO” have been
further processed in terms of brightness and contrast to elucidate the loss of spatial resolution by binning.
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pixels themselves. A few recent methods exist to sum
charge carrier packages even in CMOS image sen-
sors. This requires more electrical inter-connections
between each pixel, which would make the timing con-
trol more complex and it would significantly decrease
the fill factor (making a sensor less sensitive by de-
creasing the quantum efficiency). Thus, the underlying
hardware “binning” that CCD image sensors display
(the increase of the charge carrier package before the
conversion into a voltage signal) is meanwhile realized
in few recent sensor designs, but it was not available in
most of the existing sSCMOS and CMOS image sensors
in the past due to the before mentioned complexity.
Instead a mathematical "binning" has been used to im-
prove the signal-to-noise-ratio. This could be either a
summation of the pixel values (figure 3) to get a better
brightness in the image or it can be an averaging of
the corresponding pixel values (figure 4) to improve the
signal-to-noise ratio.

Binning with Summation

In case of CMOS pixel summation, simply all the involved
pixel values are added, which behaves very similar to the
real “binning” in CCD image sensors, which can be seen
in figure 3, where the highest binning (figure 3c), 4x4, re-
sults in the brightest image. But the improvement in sig-
nal-to-noise ratio is smaller compared to the CCD bin-
ning, improving by a factor of the square root of 2. If this
is done in a camera or later in a post processing in the

A

computer, care has to be taken not to get an overflow,
since now 25 % signal in each pixel will generate a 100 %
value in case of a 2x2 binning.

Binning with Averaging

The binning with averaging improves the signal-to-noise
ratio only by the square root of 2, but it doesn’t result in
brighter images, as can be seen by the examples in fig-
ure 4. From left to right a 512x512 pixel image is binned
by 2x2 and 4x4 and the signal to noise ratio is improved
(difficult to see) but the brightness remains constant
while the resolution becomes smaller. If averaging as
process is used, no attention has to be paid to overflow.
If you want to compare the advantages and disadvan-
tages of mathematical “binning” in CMOS and sCMOS
image sensors:

Advantages of Binning in CMOS
and sCMOS image sensors

= Slight improvement of signal-to-noise-ratio
(SNR), because the combination of 4 pixel val-
ues will improve the signal-to-noise ratio by the
square root of 2.

* Higher image transfer rate because of lower
amount of image data (could be relevant if the
camera has a data interface with a low bandwidth
like USB2.0)

Figure 3: A 512 x 512 pixel image of neurons (a) and two “binned” images with a 2x2 summation (b) of the starting image
and a 4x4 summation (c) to show the impact of pixel value summation in weakly illuminated images regarding brightness

and resolution. The scaling of all images is the same.
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Disadvantages of Binning in CMOS
and sCMOS image sensors

* Reduction of the spatial resolution by the number
of combined pixels

* Additional time consumption either in the camera
or in the computer, which could be relevant for
large resolution image sensors

* |If the combination of pixels is not symmetrical, un-
equal numbers of pixels in x- and y-direction are
combined, it results in a distortion, which has to be
corrected by subsequent image processing

At last, what’s the difference in
binning of CCD and CMOS
(sCMOS) image sensors?

As mentioned previously, the binning process is tech-
nically and fundamentally different in CCD and CMOS
image sensors. In CCD image sensors there is a larger
improvement of the signal-to-noise-ratio, since the signal
is increased while the total readout noise stays constant.
Only in emCCD image sensors it is a bit more complex,
since more noise sources have to be added due to the
additional amplification noise caused by the impact ion-
ization based multiplication process and the clock noise.
In CMOS image sensors without charge mode binning
capability the improvement of the signal-to-noise-ratio is

A

smaller, since it is identical to the improvement by aver-
aging of noisy signals.

Fortunately, recent sCMOS image sensors have been im-
proved and become very sensitive, such that the combi-
nation of more than 90 % quantum efficiency and a very
low readout noise enables low light measurements even
without binning.

Figure 4: A 512 x 512 pixel image of neurons (a) and two “binned” images with a 2x2 average (b) of the starting image and a
4x4 average (c) to show the impact of pixel value averaging in weakly illuminated images regarding signal-to-noise and reso-

lution. The scaling of all images is the same.
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ARE LARGER PIXELS

HIS BIG PIXEL IS
TOO SENSITIVE
b N

BWAHAHA

1) _-DON'T LISTEN Ta
THAT BRUTE

ALWAYS MORE SENSITIVE?

There is a common myth that larger pixel size image sen-
sors are always more sensitive than smaller pixel size
image sensors. This isn’t always the case, though. To
explain why this is more a myth than a fact, it is a good
idea to look at how the pixel size of an image sensor has
an impact on the image quality, especially for the overall
sensitivity, which is determined by the quantum efficiency.

Quantum Efficiency

The "quantum efficiency" (QE) of a photo detector or image
sensor describes the ratio of incident photons to converted
charge carriers which are read out as a signal from the de-
vice. Ina CCD, CMOS or sCMOS camera it denotes how ef-
ficiently the camera converts light into electric charges and it
is therefore a very good parameter to compare the sensitivity
of such a system. When light or photons fall onto a semicon-
ductor - such as silicon - there are several loss mechanisms.

reflected

photon
flux

incident
photon
flux

photons

1/a
photo
d semiconductor | cansitive

material

volume

transmitted
photon
flux

Xy Xy

Figure 1: Semiconductor material with the thickness, d, and
a light sensitive area or volume which converts photons into
charge carriers. The graph shows what happens with the
photon flux across the light penetration into the material'.

Figure 1 shows the photons impinging on a semiconductor

with a light sensitive area. The figure also shows a curve,
which represents the photon flux when the light hits the

12

semiconductor and partially travels through it. As the or-
ange curve of the photon flux shows, a part of it is lost at
the surface via reflection, therefore a proper anti-reflective
coating has a high impact on this loss contribution.

Following this a part of the photon flux is converted into
charge carriers in the light sensitive part of the semicon-
ductor, and a remaining part is transmitted. Using this illus-
tration the quantum efficiency can be defined as:

QE=(1—-R)-¢-(1-e™)

with:

(1-R) Reflection at the surface, which can be min-
imized by appropriate coatings

4 Part of the electron-hole-pairs (charge carri-
ers), which contribute to the photo current,
and which did not recombine at the surface.

(1—e?)  Part of the photon flux, which is absorbed in

the semiconductor. Therefore the thickness d
should be sufficiently large, to increase that part.

Due to the different absorption characteristics of silicon,
as basic material for these image sensors and due to
the different structures of each image sensor the QE is
spectrally dependent.
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Figure 2: Measured absorption coefficients and penetration
depth from silicon as material used in solar cells?.
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This is illustrated in figure 2, which shows the spectrally
dependent absorption coefficient (see fig. 2 — blue curve)
of silicon as used in solar cells. The second curve (see fig.
2 —red curve) depicts the penetration depth of light in sil-
icon and is the inverse of the blue curve. In this scenario,
it is very likely that the material used had no AR-coating.
This paper, by Green and Keevers?, also measured the
spectrally dependent reflectivity of silicon. This is shown
in figure 3. The curve represents the factor, R, in the
above equation for the quantum efficiency.

Reflectivity of silicon

17 [ [, ............. .....

Reflectivity

0.2 Laseneas .....

0.1 e

0.0

T T T T T T T
300 400 500 600 700 800 900 1000
wavelength [nm]

Figure 3: Measured reflectivity of silicon as material used in
solar cells®.

For camera systems, it is usually the QE of the whole
camera system which is given. This includes non-mate-
rial related losses like fill-factor and reflection of windows
and cover glasses. In data sheets, this parameter is given
as a percentage, such that a QE of 50 % means that
on average two photons are required to generate one
charge carrier (electron).

%
0

Figure 4: Pixels with different fill factors (blue area corre-
sponds to light sensitive area): [a] pixel with 75 % fill factor,
[b] pixel with 50 % fill factor and [c] pixel with 50 % fill factor
plus micro lens on top.

Pixel Size & Fill Factor

The fill factor (see figure 4) of a pixel describes the ratio
of light sensitive area versus total area of a pixel, since a
part of the area of an image sensor pixel is always used
for transistors, wiring, capacitors or registers, which be-
long to the structure of the pixel of the corresponding
image sensor (CCD, CMOS, sCMQOS). Only the light sen-
sitive part might contribute to the light to charge carrier
conversion, which is detected.
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Figure 5: Cross sectional view of pixels with different fill fac-
tors (blue area corresponds to light sensitive area) and the
light rays which impinge on them (orange arrows). Dashed
light rays indicate that this light does not contribute to the
signal: [a] pixel with 75 % fill factor, [b] pixel with 50 % fill fac-
tor and [c] pixel with 50 % fill factor plus micro lens on top.

In case the fill factor is too small*, fill factor is usually im-
proved with the addition of micro lenses. The lens col-
lects the light impinging onto the pixel and focuses the
light to the light sensitive area of the pixel (see figure 5).

. Light Quantum
Fill factor . g :
sensitive area efficiency
large large high large
small small small small
small + larger effective .
. 9 high large
micro lens area

Table 1: Correspondences & Relations

Although the application of micro lenses is always beneficial
for pixel with fill factors below 100 %, there are some phys-
ical and technological limitations to consider. (See Table 2)

Pixel Size & Optical Imaging

Figure 6 demonstrates optical imaging with a simple op-
tical system based on a thin lens. In this situation, the
Newtonian imaging equation is valid:

X()'Xizf
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Limitations

Although micro lenses up to 20

um pixel pitch can be manufac-
tured, their efficiency gradually is
decreased above 6-8 um pixel pitch.
The increased stack height, which is
proprotional to the covered area, is
not favorable as well.®

Size Limitation for micro lenses

Due to semi-conductor processing
requirements for front illuminated
CMOS image sensors, there must
always be a certain pixel area cov-
ered with metal, which reduces the
maximum available fill factor.

Front iluminated CMOS pixels have
limited fill factor

Large areas are difficult to realize
because the diffusion length, and
therefore the probability for recom-
bination, increases. Although image
sensors for special applications
have been realized with 100 pm
pixel pitch.

Large light sensitive areas

Table 2: Some Limitations

image

Figure 6: Optical imaging with a simple optical system based
on a thin lens and characterized by some geometrical pa-
rameters: f - focal length of lens, F. - focal point of lens on
object side, Fi - focal point of lens on image side, x. - dis-
tance between F, and object = object distance, x; - distance
between Fi and image, Y. - object size, Yi - image size

Or the Gaussian lens equation:
1 1 1

== +
[ e+ &+

and the magnification, M, is given by the ratio of the im-
age size Y, to the object size Yo:
-5
f

f

Yo

0
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Pixel Size & Depth of
Focus / Depth of Field®

I depth of focus
I d A
object I e
I
| o | €
c o a—
: image
I

aperture stop I

Figure 7: lllustration of the concept of depth of focus, which
is the range of image distances in which the blurring of the
image remains below a certain threshold.

The image equation (chapter 2) determines the rela-
tion between object and image distances. If the im-
age plane is slightly shifted or the object is closer to
the lens system, the image is not rendered useless.
Rather, it gets more and more blurred the larger the
deviation from the distances becomes, given by the
image equation.

The concepts of depth of focus and depth of field are
based on the fact that for any given application only
a certain degree of sharpness is required. For digital
image processing, it is naturally given by the size of the
pixels of an image sensor. It makes no sense to resolve
smaller structures but to allow a certain blurring. The
blurring can be described using the image of a point
object, as illustrated in figure 6. At the image plane,
the point object is imaged to a point. It smears to a
disk with the radius, e, (see figure 7) with increasing
distance from the image plane.

Introducing the f-number f,. of an optical system as the ra-
tio of the focal length fy and diameter of lens aperture Do:
fo

S =—
Dy

the radius of the blur disk can be expressed:

1 fo

£ =— " ——— - Ax;
fu (f+d)
where Axs is the distance from the (focused) image plane.
The range of positions of the image plane, [d’ - Axs, d’
+Axg], for which the radius of the blur disk is lower than e,
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is known as depth of focus. The above equation can be
solved for Axz and yields:
d'
Axng/#'l-"? ng/#(l‘}'lMl)g

0

where M is the magnification from chapter 2. This equation
shows the critical role of the f-number for the depth of focus.

|
+

object image
- 3
— blur disk

depth of field
aperture stop I

Figure 8: lllustration of the concept of depth of field. This
gives the range of distances of the object in which the blur-
ring of its image at a fixed image distance remains below a
given threshold.

Of even more importance for practical usage than the
depth of focus is the depth of field. The depth of field is the
range of object positions for which the radius of the blur
disk remains below a threshold € at a fixed image plane.

_f2
dF+f-1+|M])-¢
In the limit of |Axs| « d we obtain:
1+ |M|

MZ

d+Ax3

[Axs| = fps -

- &

If the depth of field includes infinite distance, the depth of
field is given by:
fo?
2 ° f/# - &
Generally the whole concept of depth of field and depth
of focus is only valid for a perfect optical system. If the
optical system shows any aberrations, the depth of field

can only be used for blurring significantly larger than
those caused by aberrations of the system.

dmin =~

Pixel Size & Comparison Total
Area / Resolution

If the influence of the pixel size on the sensitivity, dynamic,
image quality of a camera should be investigated, there

are various parameters that could be changed or kept
constant. In this section, we'll follow different pathways
to try to answer this question.

Constant Area

constant => image circle, aperture, focal length, object
distance & irradiance,

variable => resolution & pixel size

CId
|

|

L1
P

1
AEEE

1

T 0 O OO O O N
IERNEEEEEEEN

[a] [b]

Figure 9: lllustration of two square shaped image sensors
within the image circle of the same lens, which generates the
image of a tree on the image sensors. Image sensor [a] has
pixels a quarter the size area of the pixels of sensor [b].

For ease of comparison, we shall assume square
shaped image sensors. These are fit into the image cir-
cle or imaging area of a lens. For comparison, a homo-
geneous illumination is assumed. Therefore, the radiant
flux per unit area, also called irradiance E [W/m?], is
constant over the area of the image circle. Let us as-
sume that the left image sensor (fig. 9, sensor [a]) has
smaller pixels but higher resolution — e.g. 2000 x 2000
pixels at 10um pixel pitch — while the right image sen-
sor (fig. 9, sensor [b]) subsequently has 1000 x 1000
pixels at 20pum pixel pitch.

The guestion would be, which sensor has the brighter
signal and which sensor has the better signal-to-noise-
ratio (SNR)? To answer this question, it is possible to
either look at a single pixel, which neglects the different
resolution, or to compare the same resolution with the
same lens, but this corresponds to comparing a single
pixel with 4 pixels.

Generally, it is also assumed that both image sensors
have the same fill factor of their pixels. The small pixel
measures the signal, m, which has its own readout noise,
r0, and therefore a signal-to-noise-ratio, s, could be de-
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termined for two important imaging situations: low light
(s0), where the readout noise is dominant and bright light
(s1), where the photon noise is dominant.

Readout SNR low SNR bright
noise light light

Pixel type Signal

Small pixel m ro So S1
Large pixel 4xm >ro > So > Si

4 small pixel 4xm 2 xro 2 X so 2 X 81

Table 3: consideration on signal and SNR for different pixel
sizes same total area

Still, the proportionality of SNR to pixel area at a constant
irradiance is valid, meaning the larger the pixel size and
therefore the area, the better the SNR will be. However,
this ultimately means that one pixel with a total area that
fits into the image circle has the best SNR:

Figure 10: lllustration of three resulting images which were
recorded at different resolutions: a) high resolution, b) low
resolution and c) 1 pixel resolution

Assume three image sensors with the same total area,
which all fit into the image circle of a lens, but all three
have different resolutions. As seen in figure 10, a) shows
the clearest image but has the worst SNR per pixel. Fig-
ure 10 b), the SNR / pixel is better but due to the smaller
resolution the image quality is worse compared to a).
Finally, figure 10 c) with a super large single pixel shows
the maximum SNR per pixel but unfortunately the image
content is lost.

Constant Resolution
constant => aperture & object distance,
variable => pixel size, focal length, area & irradiance

Another possibility to compare is whether the number
of pixels should be the same at the same object dis-
tance. To test this, it would be necessary to change
the focal length of the lens in front of the image sensor
with the small pixels. Since the information (energy),

16

[a] [b]

Figure 11: lllustration of two square shaped image sensors
within the image circle of the same lens type (e.g. f-mount).
The tree is imaged to the same number of pixels which
require lenses with different focal lengths: Image sensor [a]
has pixels with 4 times the area of the pixels of sensor [b].

which before was spread to a larger image area, now
has to be “concentrated” to a smaller area (see figure
11 and 12).

image

object lens

[1] y e foa T

object lens image

Yo

)
I

I

I
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I |
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| 1 Xnew
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[2

Figure 12: llustration of two imaging situations, which are
required for comparison: [1] this is the original lens which
images completely to the large pixel sensor - [2] this is the
lens with the changed focal length, which images to the
smaller pixel size sensor

X f, f,
¢ 0 >l 1Y b

If, for example the resolution of the image sensor is
1000 x 1000 pixels, and the sensor with the smaller
pixels has a pixel pitch of half the dimension of the
larger pixel sensor, the image circle diameter d,4 of the
larger pixel sensor amounts to V2. ¢ with ¢ = width
or height of the image sensor. Since the smaller pixel
sensor has half the pitch, it also has half the width and
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height and half the diagonal of the “old” image circle,
which gives:

V2 1

dpp=—-Cc=—"-¢C
V2
To get an idea of the required focal length, it is possible to
determine the new magnification M., and subsequently
the required focal length f..,, of the lens (see chapter 2
and figure 9), since the object size, Yy, remains the same:

| Youd| 1
Ynew 2 1 Ynew 7 C

Mnew = | | = 2 = — Mold with = V2
YO YO 2 Ygld \/E - C

Since the photon flux, ®,, coming from the object or a
light source is constant due to the same aperture of the
lens (NOT the same f-numberl), the new lens with the
changed focal length achieves to spread the same en-
ergy over a smaller area, which results in a higher irradi-
ance. To get an idea of the new irradiance, we need to
know the new area, Anew:

1 2
- ﬁ‘ ¢
Anew 2 1

Ao <¢51>2 4
-
2

With this new area it is possible to calculate how much
higher the new irradiance, lqe,, Will be.

D, D, —4. @,
Anew % . Aogd A"ld

Inew -

=4l

The reason for that discrepancy between the argumentation
and the results is within the definition of the f-number f:

Figure 13: Images of the same test chart with the same
resolution, same object distance, and same fill factor but dif-
ferent pixel size and different lens settings (all images have
the same scaling for display):

[a] pixel size 14.8 pm x 14.8 pm, f = 100mm, f-number = 16
[b] pixel size 7.4 ym x 7.4 pm, f = 50mm, f-number = 16

[c] pixel size 7.4 pm x 7.4 pm, f = 50mm, f-number = 8

The lenses are constructed such that the same f-number
always generates the same irradiance in the same image
circle area. Therefore, the attempt to focus the energy on
a smaller area for the comparison is not accomplished by
keeping the f-number constant. It is the real diameter of
the aperture, D, which has to be kept constant. There-
fore, the new f-number would be, if the old f-number was
/#=16 (see example in figure 13):

fnew fnew — fnew 50

f/#new = = J#old =

_— . -16=8
Do (fold/f/#ald) foua 100

Again the question would be which sensor has the
brighter signal and which sensor has the better signal-to-
noise-ratio (SNR)? This time we look at the same number
of pixels but with different size, but due to the different
lens at the same aperture, the irradiance for the smaller
pixels is higher. Still, it is assumed that both image sen-
sors have the same fill factor of their pixels.

Readout SNR low SNR bright
noise light light

Pixel type Signal

Small pixel So St
Large pixel < So St

Table 4: consideration on signal and SNR for different pixel
sizes same resolution

If now the argument would be that the larger f-number
will cause a different depth of field, which will in turn
change the sharpness of the image and therefore the
quality, the equation from chapter 3 can be used to look
at the consequences.

From the above example we have the focal lengths oy =
100mm and f.e,, = 50mm, and we are looking for the right
f-number to have the same depth of field. Therefore:
f;z fnzewo TLZEW 502
- = = <=> f/#rwwf : f/#ald =
2 f/#old + & 2- f/#new K fozld 1002
From the above example we have the focal lengths fold
= 100mm and fnew = 50mm, and we are looking for the
right f-number to have the same depth of field. Therefore:

16=4

Since we have calculated a f-number = 8 for the correct
comparison, the depth of field for the image sensor with
the smaller pixels is even better.
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Pixel Size & Fullwell Capacity,
Readout Noise, Dark Current

The fullwell capacity of a pixel of an image sensor is an
important parameter which determines the general dy-
namic of the image sensor and therefore also for the cam-
era system. Although the fullwell capacity is influenced by
various parameters like pixel architecture, layer structure
and well depth, there is a general correspondence also to
the light sensitive area. This is also true for the electrical
capacity of the pixel and the dark current, which is ther-
mally generated. Both, dark current and capacity® add to
the noise behavior, and therefore larger pixels also show
larger readout noise.

Light
sensitive
area

DETL
current

Readout
noise

Fullwell

capacity Capacity

Pixel type

Small pixel small small small small small
Large pixel large large large large large

Table 5: consideration on fullwell capacity, readout noise,
dark current

How to Compare Cameras With
Respect To Pixel Size & Sensitivity

Generally it is a good idea to image the same scene to
each camera, which means:

* Keep the object distance and the illumination
constant!

If the cameras should be compared, they should use the
same resolution, which either means analogue binning
or mathematical summation or averaging, or usage of a
region/area of interest.

* Keep or adjust the same resolution for all cameras!

Then select a proper focal length for each camera,
whereas each camera should see the same image on the
active image sensor area.

* Select corresponding lens with the appropriate fo-
cal length for each cameral

= Adjust the lens with the largest focal length with
the largest useful f-number!

For a proper comparison use the equation for the f-number
on page 17, keep the aperture D constant, and calculate
the corresponding f-number for the other lenses and adjust
them as good as possible - then compare the images!

18

= Adjust the f-numbers of the other lenses in such a
way that the aperture of all lenses is equal (similar)!

= Compare for sensitivity!

Are image sensors with larger pixels
more sensitive than smaller pixels?

No, because the sensitivity has nothing to do with the
size of the pixel. In a given optical set-up, the image sen-
sor with the larger pixels will give a larger signal at a lower
resolution due to the larger collection area. But the pa-
rameter to look at, in case a more sensitive image sensor
is required, is the quantum efficiency, and it is spectrally
dependent. Therefore, the application defines which im-
age sensor is the most sensitive.

END NOTES

1 Graphic has been inspired by figure 17.1-1 from “Fundamentals of Photonics”,
B.E.A. Saleh and M.C. Teich, John Wiley & Sons, Inc., 1991.

2 Data are taken from Green, M.A. and Keevers, M. “Optical properties of intrinsic
silicon at 300 K”, Progress in Photovoltaics, p.189-92, vol.3, no.3; (1995).

3 Data are taken from Green, M.A. and Keevers, M. “Optical properties of intrinsic
silicon at 300 K”, Progress in Photovoltaics, p.189-92, vol.3, no.3; (1995).

4 The fill factor can be small for example: the pixel of an interline transfer CCD
image sensor, where 35 % of the pixel area is used for the shift register or the
global shutter 5 or 6T pixel of a CMOS sensor, where the transistors and electri-
cal leads cause a 40 % fill factor.

5 For some large pixels it still might be useful to use a less efficient micro lens if, for
example, the lens prevents too much light falling onto the periphery of the pixel.

6 This chapter comes from the book “Practical Handbook on Image Processing
for Scientific and Technical Applications” by Prof. B. Jahne, CRC Press, chapter
4. Image Formation Concepts, pp. 131 - 132.

7 Since it is allowed to add the power of the readout noise, the resulting noise
equals the square root of (4 x ro?).

8 The correspondence between pixel area, capacity and therefore KTC-noise is a
little bit simplified, because there are newer techniques from CMOS manufac-
turers like Cypress, which overcome that problem. Nevertheless, the increasing
dark current is correct, whereas the sum still follows the area size. Further in
CCDs and newer CMOS image sensors most of the noise comes from the
transfer nodes, which is cancelled out by correlated double sampling (CDS).



WHAT IS ALL THE HYPE
ABOUT RESOLUTION AND

S0 MANY PIXELS, DON'T
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r

MEGA PIXELS ANYWAY?

Resolution, in the context of an image sensor, describes
the total number of pixels utilized to create an image.
Characterizing the resolution of an image sensor simply
refers to the pixel count and is generally expressed as
the horizontal number of pixels multiplied by the vertical
number of pixels, for example:

number of pixeluorizona X numMber of pixelerica
= total number of pixel

For instance, the sSCMOS image sensor CIS2521 has the
following resolution:

(256050riz0ntar X 2160,1410a1) Pixel = 5.5 Mpixel

The above calculation is typical for technical data sheets
and marketing materials for scientific cameras, and would
seem that more pixels would always be beneficial, but the
title question remains, why does the pixel count matter?

Benefit and Relevance
for a Came